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Dynamic complex opto-magnetic
holography

M. Makowski 1 , J. Bomba 2, A. Frej 2, M. Kolodziejczyk 2, M. Sypek1,
T. Shimobaba 3, T. Ito 3, A. Kirilyuk 4 & A. Stupakiewicz 2

Despite recent significant progress in real-time, large-area computer-gener-
ated holography, its memory requirements and computational loads will be
hard to tackle for several decades to comewith the current paradigmbased on
a priori calculations and bit-plane writing to a spatial light modulator. Here we
experimentally demonstrate a holistic approach to serial computation and
repeatable writing of computer-generated dynamic holograms without Four-
ier transform, using minimal amounts of computer memory. We use the
ultrafast opto-magnetic recording of holographic patterns in a ferrimagnetic
film with femtosecond laser pulses, driven by the on-the-fly hardware com-
putation of a single holographic point. The intensity-threshold nature of the
magnetic medium allows sub-diffraction-limited, point-by-point toggling of
arbitrarily localized magnetic spots on the sample, according to the proposed
circular detour-phase encoding, providing complex modulation and symme-
trical suppression of upper diffractive orders and conjugated terms in holo-
graphically reconstructed 3-D images.

Computer-generated holograms (CGH) with their animated, three-
dimensional appearance have long appealed to our imagination as the
path towards truly immersive displays with bi-directional, natural
parallax. Impressive progress in updateable 3-D imagery1 has been
achieved with liquid crystal modulators2 and high-resolution, but
quasistatic holograms are being recorded in photosensitive
materials3–5. Ultimate large-scale holographic displays based on CGH
will require an exotic light modulation device, capable of rewriting as
many as 1012 light-diffracting cells6 at a minimal framerate of 180Hz,
assuming color field sequential operation. To date, no large-area
material or method having such properties has been demonstrated.
Liquid crystal on silicon7 spatial light modulators8 (LCoS SLM) offers
short refresh times in the order of microseconds in the case of ferro-
electric LC9. However, they have limited sizes in the order of cen-
timeters, andmoreover their Spatio-temporal product6 is restricted by
the fundamental limitations of LC and ineffective parallel data transfer
scheme of pixel-driving circuitry with time-consuming row-column
serial addressing. Using multiple SLMs in both coherent10 and

incoherent matrices11 partly overcomes this trade-off by offering, e.g.,
133 megapixels from 16 SLMs11, but with a penalty of increased
complexity12,13 and image inconsistency. Photorefractive and photo-
chromicmaterials4,14 allow large-surface, ultra-dense, pixel-lesswriting.
However, their long response times in milliseconds and relatively long
nanosecond pump pulses with fluences3 of 650mJ cm−2 effectively
render them quasistatic. From the standpoint of scalability, the ability
to achieve densewriting on large areas without any in situ electrodes is
essential. This is feasible with two interfering beams15 at µs speeds.
However, in addition to the bulky optical setup and high voltages
involved16, this does not ensure angular flexibility in the positioning of
writing areas, unless mechanical sample movements are involved3.
Moreover, owing to the sine profile of the recorded fringes, stray
orders of diffraction are formed in the replay images. In contrast,
single-beam point-by-point writing has greater flexibility and scal-
ability. Nevertheless, micrometer positioning and localization of spots
on a sample typically requires extremely large numerical apertures17.
Apart from the optical and material challenges, computing a CGH as a
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whole in the form of a large matrix of complex numbers is inevitably
constrained by the available random-access memory (RAM) and by
limited capabilities to compute two-dimensional fast fourier trans-
forms, despite recent progress18–20. Although numerous real-time
solutions have been presented to date, the transition towards billions
and eventually trillions of CGHpoints requires a change of paradigm in
CGH computation, storage, and rewriting.

In this work, we propose to serially compute and instantly write a
single CGH point at a nanosecond time scale with a dedicated hard-
ware FPGA (Field Programmable Gate Array) unit fed with data
describing the spatial coordinates and intensities of the cloud-point
representation of the input 3-D scene21.

Results
Computation and opto-magnetic writing of CGH
The serial single-point computation is done in two stages (see Meth-
ods). First, the phase contributions of all point sources in the input
scene are computed in parallel by separate circuits in the FPGAmodule
in relation to the current CGH cell to be written, which is targeted by
current angles of the micro-electro-mechanical (MEMS) mirror scan-
ning the writing laser beam over the hologram (see Fig. 1a). Subse-
quently, the phase contributions are counted by the popcount unit and
the final binary value is delivered, triggering a single 35 fs pulse of the
writing laser. Thus, instead of being saved in RAM, the computed CGH
point is immediately written in the opto-magnetic GdFeCo film (see
Methods) in the form of a locally reversible, all-optically switched
(AOS) magnetic spot, as shown in Fig. 1. Hence, each CGH point, being
a derivative of contributions fromall object points, is computedwithin
one cycle of the FPGA clock. Based on the given set of input object
points any arbitrary number of CGH points can be calculated and
written. The mechanism of ultrafast AOS, independent of the laser

polarization22 in a large spectral range, allows a stablemagnetic spot to
be written and rewritten after an interval of only 30 ps23. This process,
which is equivalent to storing data in non-volatile memory at a pico-
second time scale, enables ultrafast writing of subsequent CGH points
in other arbitrary positions on the sample. This feature differentiates
this unique material from other non-volatile media, such as photo-
polymers that typically require exposure times greater than nine
orders of magnitude24.

Magnetic spot switching in the GdFeCo sample occurs above a
certain intensity-threshold with size-dependent on the intensity of the
femtosecond laser pulse. Because a symmetric Gaussian beam is used
for writing, well-defined circular areas are switched (see Fig. 1a) with
diameters falling below the diffraction limit23,25. This feature allows the
dense packingof highly localizedCGHspots. Reversiblepoint-by-point
writing of holographic patterns by phase change of Ge2Sb2Te5 was
reported26 with a numerical aperture (NA) of 0.8. In contrast, the
proposed opto-magnetic method uses low NA of 0.01 that is sup-
ported by the said threshold effect, allowing convenient recording of
CGH spots with sizes below d = 10 µmat a working distance of 100mm
(see Methods). The final size of the hologram will be limited by the
product of the working distance and achievable angles of the MEMS.
Thedensity ofCGHwriting in the demonstratedpart of the samplewas
100 points per mm (see Fig. 1b), which could be estimated to
~2400× 2400 points (24 × 24mm2) for full available angular range of
the MEMS (±5°). From here our method can be easily scaled up in the
hologram size and its writing density. The former can be done by a
MEMS with a larger scanning range, by setting up multiple MEMS
mirrors in parallel (each illuminated with a separate laser beam), by
increasing the working distance, or by any combination of the above.
Notably, while extending the angular scanning range the low NA con-
veniently helps with the beam focusing due to the natively large depth
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Fig. 1 | Serial writing of a CGH in an opto-magnetic medium. a Point-by-point
optical switching of magnetic spots in GdFeCo sample with subsequent pulses p1-
p3 from a femtosecond laser with a fluence of <20mJ cm−2, reflected by a scanning
MEMS mirror (M1), running free along raster-like or resonant (Lissajou) paths. M1
reports its current angles to the FPGA unit, which computes on-the-fly the binary
triggering signal for the intensity modulator of the femtosecond laser beam; the
FPGA unit is fed with cloud-point representation of the input object, constraint to
N = 2048 object points in this implementation due to limitednumber of gates in the
FPGA chip; geometrical imaging of the sample with a white polarized light using
magneto-optical Faraday geometry; far-field diffraction image observed on a

camera after passing of the 532 nm reconstruction laser beam through the sample,
an analyzer, and a focusing lens. b, cMagnetic patternwritten and simulated in the
sample comprising 256 × 256 CGH points; d, e experimental and simulated far-field
diffraction images showing the reconstructed image of the input object accom-
panied by twin conjugate image due to binary amplitude modulation. The dif-
fractive efficiency is estimated at 5%. Partial suppression of upper order images is
observed due to minor randomization of positions of CGH points in the sample53.
The circular spots allow symmetrical and homogeneous suppression of higher-
order diffractive terms in far-field, as opposed to square CGH pixels (seeMethods),
which could be enforced e.g. by beam shaping of the writing fs laser.
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of focus. Separately, the density of writing can be scaled by decreasing
the spot sizes by deliberately lowering the intensity of the writing laser
pulses, combined with more frequent pulsing while the MEMS scans
over the sample. The limitation of this approach is the precision of the
intensity modulator, which translates to more notable errors in spot
sizes due to strong utilization of the threshold effect in thematerial. In
time domain, the speed of femtosecond laser beam scanning can
considerably exceed the inertial limits of a given MEMS27; therefore,
the pace of holographic recording is limited only by the repetition rate
of the laser and the clock of the FPGA (availability up to 1 GHz),
whichever is slower. Although a laser with 1 kHz repetition was used in
this initial demonstration, a gigahertz femtosecond laser potentially
allows non-volatile rewriting of CGHs comprising 5.6 million points at
180Hz framerate with the proposed method. This would be superior
to typical Full-HD LCoS SLMs that feature a similar framerate but
having only 1920 × 1080 pixels (2.1 million).

Rewriting of holograms
Dynamic updating of optically written holographic frames can operate
in three modes: (i) globally using a coil-induced external magnetic

field; (ii) by all-optical serial restoring of allmagnetic spots to the initial
state (see Fig. 2a); and (iii) selectively by differential exposures (see
Fig. 2b). Although all modes exhibit similar performance (see inset in
Fig. 2b), here we focus on the optical modes, having the practical
benefits of operating remotely and without any external fields. The
third mode comprises all-optical toggling28 of the magnetic states
limited to those CGH points selected by the logical XOR operation
between k and k + 1 states of the input 3-D scene. Although this
approach doubles the number of required FPGA units, it results in an
approximately twofold reduction in the number of femtosecond laser
exposures, allowing the refreshing of aCGHat the same frameratewith
twice as many points. As a manifestation of the unique holographic
feature, the complete images are reconstructed in far-field diffractive
plane while the point-by-point recording is still in progress, i.e., with-
out strict division to subsequent holographic frames in time domain
(see Methods). The opto-magnetic CGH recording throughput can be
scaled up even further, without considerable limitations. This can be
achieved by writing several areas of the sample simultaneously after
addingmoreMEMSmirrors13 (marked as M1-M4 in Fig. 1a), each with a
dedicated FPGA computation unit and a writing laser beam. As an
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Fig. 2 | Dynamic opto-magnetic rewriting of subsequent holographic frames.
a Optical reset mode comprising subsequent writing of k and k + 1 holographic
patterns using toggle regime of AOS. From left to right: writing of pattern k
required40exposures (fragment of the realmagnetic pattern is shown); reset stage
toggled the magnetic spots to their initial state with extra 40 exposures; writing of
next pattern k + 1 required 34 exposures; second reset stage as a part of track of
movie required another 34 exposures (148 exposures in total for rewriting).
b Differential rewriting mode. From left to right: computation scheme using two
separate FPGA units; writing of k pattern required 40 exposures; computation of
the logical XOR between k and k + 1 frames; writing of k + 1 frame required 35
exposures (the differential mode allowed an almost twofold, i.e., 148/(35 + 40)

reduction of the number of required exposures); experimental contrast of recon-
structed images (seeMethods) as a function of rewriting sequences for all rewriting
modes. The middle panel of diffraction images shows a movie of holographic
frames (see Supplementary Movie 1). The visible remanent magnetic domains in
images of the magnetic pattern after resetting are caused by long-lived motions of
domainwalls withinmilliseconds afterAOS. Thismagnetostatic effect causesminor
off-axis background noise and in consequence, the reduction of the contrast of
holographic playback frames becomes negligible after a sequence of four write-
reset acts, as shown in the graph. The colored bands in the graph represent the
moving average value and their thickness is equal to the standard deviation dou-
bled. The size of the shown magnetic patterns is 106 × 96 µm2.
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example, using four MEMS scanners separately illuminated by a GHz
laser, with double FPGA units per each scanner, could allow the
rewriting of CGHs comprising ~4·2·5.6 = 44.8 million points at 180Hz,
thus enabling color-sequential operation with unprecedented resolu-
tions. In such a case, operating at low NA values greatly facilitates the
focusing of multiple writing beams on the hologram. The picosecond
switching cycles of holographic cells have the potential to be used as
ultra-rapid reconfigurable transmissive diffractive optical elements.
They could replace ferroelectric LCoS SLMs or Digital Micromirror
Devices in selected cases of optical trapping29, manipulation of optical
vortices30, orbital angular momentum31,32, optical interconnections,
multiplexers and switches33, reconfigurable add-drop multiplexers34

and electronic circuits35. For such purposes, useful sophisticated
optical functionalities are achievable with CGHs containing as few as
64 × 64 points that can be potentially computed and updated at 2MHz
rates with four parallel MEMS-FPGA units fed by a GHz laser in future
implementations.

Circular detour-phase encoding
The drawback of the opto-magnetic medium is the binary modulation
of the playback light that inevitably induces conjugate images in the
diffraction field36, as shown in Fig. 1. By introducing the Lohmann
encoding37 we effectively switched to complex (amplitude and phase)
modulationwhile still operating inbinary amplitudemedium. The non-

pixelated nature and intensity-threshold AOS in the GdFeCo sample
allows one to write in precise locations circularly shaped magnetic
spots to form openings of Lohmann cells (see Fig. 3a). In the first
attempt, we used the multiple AOS with constant diameters of mag-
netic spots to build approximations of the classical rectangular
openings (see Fig. 3b). The experimental results demonstrate the
elimination of conjugate terms and consistency with simulation,
nevertheless the asymmetrical suppression of higher diffraction
orders was also observed. In order to overcome this, we proposed the
modified detour-phase encoding using single-shot circular openings
(see Methods), which conveniently resulted in the symmetrical
suppression38 of higher-order image duplicates in the far-field, as
shown in Fig. 3c. The diameter of each opening d(I) was adjusted by
modulating the intensity of the pump beam on-the-fly, which differ-
entiates this approach from previous serial writing attempts with fixed
spot sizes26. In addition, this feature reduces the total number of
exposures per holographic frame up to three times, as compared to
asymmetric detour-phase encoding seen in Fig. 3b.

Discussion
The presented method operates at room temperature in non-contact
mode using ultrashort laser pulses, which is greatly supported by the
availability of all-fiber femto- and picosecond lasers operating within
1–10GHz. It outperforms existing alternative approaches, enabling the
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and phase values from a given CGH cell, respectively. Suppression of the con-
jugated images is notable. b From left to right: the approximation of the rectan-
gular Lohmann openings with multiple point-by-point exposures switching
magnetic spots of fixed diameters; fragment of written magnetic pattern; experi-
mentally acquired diffraction image showing asymmetrical visibility of higher-

order image duplicates (marked by a dashed yellow rectangle) originating from
regularly spaced Lohmann cells. c From left to right: visualization of the writing of
three adjacent Lohmann cells with circular switched magnetic spots of diameters
set by in-the-loop modulation of the pump beam intensity (see Fig. 1); fragment of
written magnetic pattern; experimental reconstruction showing the symmetrical
suppression of higher-order image duplicates. The diffractive efficiency is esti-
mated at 1%. The size of magnetic pattern images is 320× 320 µm2.
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fastest ever serial writing and optical refreshing of CGH in non-pixe-
lated, large-area, easily manufacturable, transparent (or reflective)
medium as an updateable holographic non-volatile memory. To our
best knowledge, this is the first technique in which the memory
requirements, computational complexity, and size of all used optical
components do not scale up with the size and resolution of the holo-
gram. Recent progress in material engineering that enables all-optical
switching with longer picosecond pulses of low fluence, such as in
dielectrics39 or metallic [Tb/Co] multilayers40 introduces a plethora of
new possibilities. Furthermore, employing the proposed method in
nanostructured media could be useful for volume multi-color holo-
graphic recording approaching sub-wavelength resolution41. Although
CGHspot sizes in the rangeof 10 µmarepresentedhere, denserwriting
in the sub-µmregime, ideal for holographic displays, could be achieved
down to 60nm with nano-engineered samples of similar
composition42. The complexity of the cloud-point representation of
the input object can be improved 40-fold with the existing hardware
by the combination of FPGA-based recurrence algorithm and e-ASIC

implementation (see Methods). These advantages combined with the
scalable computation scheme and ultra-low requirements for compu-
ter memory open the way towards high-resolution holographic 3-D TV
displays and ultra-wide angle near-eye augmented/virtual reality
goggles43.

Methods
Materials
The measurements were performed on ferrimagnetic alloy with
the composition AlTi(10 nm)/Si3N4(5 nm)/Gd24Fe66.5Co9.5(20 nm)/
Si3N4(60 nm), prepared by magnetron sputtering on a glass sub-
strate. The sample was 15 × 15mm2 in size and optically trans-
parent in the visible spectral range. The used alloy has
perpendicular orientation of the magnetization and shows a
square shape of the hysteresis loop with a coercive field of 75 Oe.
Such alloy was used before for AOS with a single femtosecond
laser pulse by toggle regime22. The AOS effect in GdFeCo alloys is
driven by ultrafast and efficient thermal demagnetization at the
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characteristic time of about 30 ps after a single pump pulse. The
mechanism of AOS in this type of samples23 provides a unique
way of CGH recording as magnetic patterns with a spatial redis-
tribution. We note that the magnetization switching does not
depend on the pump polarization within the whole VIS-NIR
spectral range.

Recording of CGH magnetic patterns with femtosecond laser
pulses
We write and erase the magnetic patterns in the optically transparent
GdFeCo film on a point-by-point basis with the use ofMEMS (Mirrorcle
A7M20) steered single linearly-polarized ultrafast pump pulses (see
Fig. 4) with a duration of 35 fs, the central wavelength of λ = 800nm
and a maximum repetition rate of 1 kHz (Astrella, Coherent). In prin-
ciple, the repetition rate of the laser pulses can be scaled up to 10GHz
frequency, which is limited only by the mechanism of AOS in GdFeCo
alloy. The pump beam with the fluence below 20mJ cm−2 was focused
to a spot of 50μm in diameter using a lens of f = 100mmplaced before
the sample. The diameter of the pump beam at the lens was 2mm,
which is equivalent to the numerical aperture of 0.01. By lowering the
pumpbeam intensity and taking advantage of the threshold effect, the
optically switched areas of c.a. ds = 10μm were achieved in the same
optical configuration, which was equivalent to NA = 1.22λ/(2ds) = 0.05.
Further optimization of the sample composition and reduction of the
size of spots will potentially allow writing with energy-efficient ultra-
fast all-fiber lasers44.

The magnetic pattern in the sample was visualized using a stan-
dard magneto-optical polarizing microscope. The polarized light
source was a LED lamp with output routed into the optical path of the
probe beam. The LED light then passed the sample and was gathered
with an objective before passing an analyzer and hitting the CCD
camera. Themagnetic contrast in such a polarizingmicroscope comes
from the fact that magnetic spots with different perpendicular mag-
netization orientations to the sample plane will give different rotation
of the polarization plane (effect of Faraday rotation), and thus the light
passing through themwill acquire different polarization, which can be
easily detected on the CCD camera. After recording, the pattern stays
unchanged for a long time due to the non-zero coercivity in the
medium. All measurements were done without applying external

magnetic fields and at room temperature. The images of magnetic
pattern anddiffractionwere taken before and after theCGH recording.
We used the difference (standard procedure of magnetic image pro-
cessing) of these images to visualize pure magnetic pattern in the
magneto-optical images and subtract the zero-order light in the dif-
fraction images (see Fig. 5). The initial background image before CGH
recording was obtained after the application of a brief external per-
pendicular magnetic field with >80Oe. Such magnetic field was also
used to erase the entire recorded CGH magnetic pattern. The dia-
meters of magnetic spots were adjusted by changing the pump
intensity with an electro-optical modulator (EOM), assisted by a
polarizer (see Fig. 4).

The sequence of CGH recording is simple. The current angles of
the free-runningMEMSmirror are reported to the FPGA unit. Based on
the returned binary signal, a single laser pulse is transmitted through
the intensity modulator (EOM) and switches the magnetization in the
medium. The procedure is repeated immediately after the next angles
of the MEMS are available, allowing uninterrupted point-by-point
recording (see Fig. 1). Another laser pulse directed at the same written
magnetic spot reverses it, allowing for a rapid change of the pattern
into another one, with the possibility of reusing unmodified points.
The hologram was recorded as domains with magnetization orienta-
tions opposite to the initial state, using laser-induced switching. The
image encoded into the hologram was reconstructed in real-time
during the writing process by means of the magneto-optical Faraday
effect in the optically transparent sample (see Fig. 4). The magnetic
sample has a large Faraday rotation angle, which results in a clearly
recognizable diffraction images45. We note that during increasing the
CHG writing density due to the Gaussian shape of the laser pulse the
overlapping effect ofmagnetic spotswasobserved46. In this case, there
was observed the toggle effect in areas between subsequent written
spots. Despite this, the quality of far-field reconstructions of the writ-
ten holographic patternswasunchanged. Theoverlapping effect could
be useful for holographic writing of a practically unlimited number of
CGH points with arbitrary fill factor values. We also note that the serial
mechanism of CGH writing allows the appearance of the recognizable
holographic image during unfinished rewriting of the holographic
frame. In Fig. 6, we demonstrated the time trace of the displays dif-
fraction image which is recognized for the minimal number of 32 × 32
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b 64 × 64, c 128 × 128 holographic points.
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points. This feature is observed only during serial writing and can be
attributed to the non-volatile memory effect in the medium.

Circular detour-phase encoding
The test holograms for complex encoding inspired by Lohmann
method37 were computed as Fourier transforms of the input images
having 512 × 512 pixels, with a random initial phase. For each of the
512 × 512 assumed Lohmann cells the amplitude and phase values were
extracted, denoted as a(n,m) and φ(n,m), respectively. The writing
beam was then positioned inside a given cell, offset from its center by
the distance:

δx n,mð Þ=φ n,mð Þ4x
2π

, ð1Þ

where Δx =Δy were the dimensions of each Lohmann cell. The dia-
meter of the optically switched area d(n,m) was directly connected
with the amplitude a(n,m) with the simple relation:

d n,mð Þ= b∣aðn,mÞ∣
4x

, ð2Þ

where the b =0.7 margin was found in numerical optimizations in
order to allowminimally invasive overlapping of Lohmann openings in
adjacent cells46. The femtosecond writing beam had the gaussian
intensity profile with waist diameter being a function of the used
numerical aperture of the focusing optics. The appropriate intensity I
of the writing beam was adjusted to induce the magnetically switched
circular area of the desired diameter d (see Fig. 7), by matching d(I) =
d(n,m) in a look-up table filled according to the below formula:

d Ið Þ= 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

� 1
2
wSln

IS � I
IS � I0

� �

s

, ð3Þ

where the minimal (threshold) intensity of the beam inducing the
smallest optical switching is equal to I0, while the maximal intensity,
causing the entire sample to optically switch (saturate) is equal to IS.
The NA-dependent waist diameter of the saturating writing beam is
equal to 2wS (measured at 1/e2 of the peak intensity IS).

The rectangular openings in the Lohmann cells were replaced
with circular ones, with the effect of symmetrical intensity envelope in
far-field holographic playback field, attenuating higher-order terms
(see Fig. 8). Since the CGH plane (x1,y1) and far-field playback plane
(x2,y2) are in the Fourier relation, the attenuated reconstructed

intensity field can be derived as:

F h x1,y1
� � � comb x1,y1

� �� �� circ x1,y1
� �	 


= H x2,y2
� �� comb x2,y2

� �� � � J1 x2,y2
� �

,

ð4Þ

where h and H are the CGH data and the reconstructed image,
respectively, comb function is the periodicity of the Lohmann cells,
and circ function denotes the circular shape of the openings used for
CGH encoding. The resultant Bessel function J1 is responsible for the
symmetrical envelope, attenuating off-axis components in the play-
back signal.

Point-by-point CGH computations for MEMS-driven opto-mag-
netic recording
Eachpixel of a binaryCGHmust bewritten to amagneto-optical device
in the order of nanoseconds in order not to stop the mechanical
motion of the addressingMEMSmirror. Since conventional processors
have difficulty meeting this requirement, we have developed FPGA-
based (Field Programmable Gate Array) CGH processors18 that calcu-
late a CGH point by the integration of contributions from all object
points:

I xh,yh
� �

=
X

N

j = 1

ajcos
π xh � xj

� �2
+ yh � yj
� �2

� �

zj

0

B

B

@

1

C

C

A

, ð5Þ

where aj denotes the amplitude of an object point, ðxh,yhÞ represents
the coordinates of the computed CGH point, ðxj,yj ,zjÞ represents
object points, N denotes the total number of object points, and I is the
output signal denoting the desired intensity of the pump beam
exposing the CGH point (which in the binary case is equivalent to the
desired transmittance of the CGHpoint). Those FPGA processors were
designed to compute each CGH pixel in parallel, but the accumulation
was done sequentially; thus, the calculation time is proportional to the
number of object points. Therefore, it is not suitable for our purpose.
For this opto-magnetic system,wehave designed a new architecture of
binary CGH processor. Equation (5) includes sequentially

laser spotI

I0

d(I)

m
ag

ne
tic

po
in

ts

50 m�

IS

Fig. 7 | Writing single magnetic points using AOS. The images of reversible
writing by AOS magnetic points with a different pump fluence from left to right
show: 12mJ cm−2; 14.2mJ cm−2; 15.6mJ cm−2; 17mJ cm−2 and 20mJ cm−2. The hor-
izontal dashed lines indicate the switching threshold and saturation of the laser
pulse intensity I. The laser spot also denotes the diffraction limit of the optical
configuration of writing process.
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Fig. 8 | Complex encoding of CGH. Shaping of the far-field intensity envelope with
modified Lohmann encoding comprising circular openings.
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accumulation and the trigonometric function which consume hard-
ware resources. In order to overcome this, we have derived a new CGH
equation that can avoid these operations. In order to omit trigono-
metric functions, we first add the phase -π/2 to each object point,
which does not affect reconstructed images. We can rewrite Eq. (5) as:

I xh,yh
� �

=
X

N

j = 1

ajsin
π xh � xj

� �2
+ yh � yj
� �2

� �

zj

0

B

B

@

1

C

C

A

, ð6Þ

In binary CGH calculation, the final result has only binary values,
so we can approximate this equation as:

I xh,yh
� �

=
X

N

j = 1

ajT
π xh � xj

� �2
+ yh � yj
� �2

� �

zj

0

B

B

@

1

C

C

A

, ð7Þ

where the thresholding function TðxÞ outputs ones if TðxÞ<π, other-
wise zeros, which can be readily implemented into FPGA. In order to
further omit the sequential accumulation, we simply expand the
accumulation as:

I xh,yh
� �

=b1 +b2 + � � � + bN : ð8Þ

where bn =anT
πððxh�xnÞ2 + ðyh�ynÞ2Þ

zn

� �

. In order to reduce the usage of

hardware resources, we set an to 1. However,we can deal with arbitrary
values of an if we used an FPGA chip with larger resources. We can use
the popcount technique (a.k.a Hamming weight) for Eq. (8), which can
accelerate it to only log2(N) steps.

We have developed the binary CGH processor based on Eq. (8).
Figure 9a shows a conceptual scheme of this circuit. The processor
computes all object points in parallel and consists of a point-by-point
calculation (PPC) unit and a popcount unit. A PPC unit calculates a CGH
pixel at ðxh,yhÞ froma singleobject point. In the case ofN objectpoints,
we prepare N PPC units for each object point. Each PPC unit computes
the same CGH coordinates, but computes different object points. In
the current design, we can process the number of object points up to
N = 2048 due to limited FPGA size, although in future ASIC47 imple-
mentations significantly higher N will be achieved with virtually no
limitations. Figure 9b shows the timing chart of the processor. CGH
pixels Iðxh,yhÞ can be computed in only one clock (the order of nano-
second) because each unit was fully-pipelined. Before invoking the
processor, we setN object point data ðxj ,yj ,zjÞ to thememory in FPGA.
The processor calculates other binary CGH pixels by feeding other
CGH coordinates ðxh,yhÞ into the processor.We designed the PPCunits
with a 5-stage pipeline and the popcount unit with a 10-stage pipeline.
Therefore, we need the latency of 15 clock cycles to obtain the first
CGH pixel, but subsequent CGH pixels can be obtained within one
clock cycle. It is worth noting that a single CGH pixel can be calculated
by only one clock from N object points, while conventional CPUs and

Fig. 9 | Serial computation of CGH. aA binary CGH processor for opto-magnetic recording with popcount unit for the accumulation of four binary bits. b Timing chart of
the processor.
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GPUs takeN clock cycles; when N = 2048, our processor achieved over
2000 times acceleration as compared to the traditional approach. In
addition, the FPGA chip does not need external memory for holding
CGH pixels, therefore the processor can be readily applied to CGH
calculations with a high spatial bandwidth product. Equations (6) and
(7) will be further reduced in hardware resources by using a recurrence
algorithm, allowing one to treat more object points48,49 in future
iterations of the FPGA subsystem. Specifically, if the recurrence algo-
rithm is included in the point-by-point FPGA calculation, one can
reduce the circuit size to about one-fifth, allowing the treatment of
about five times the number of object points with respect to the cur-
rent implementation.

We have implemented the described binary CGH processor with
2048 PPC units and one popcount unit into a single FPGA chip of Virtex
UltraScale+HBM FPGA (product part: xcvu35p-fsvh2104-3-e) made by
Xilinx. The operation clock frequency was 125MHz; thus, we could
obtain one CGH pixel at 8 ns from 2048 object points. This can be
scaled down to 1 ns by using modern FPGA chips with higher clock
frequency up to 1 GHz without changing the proposed architecture,

whichwas proven in FPGA simulations. The power consumption of the
real FPGA CGH processor was about 14W. The snapshot of a recon-
structed movie from CGHs calculated by our processor is shown in
Fig. 10a. The calculation conditions were that the CGH size of
1024 × 1024 pixels, the number of object points was 2048, the wave-
length of 532 nm, and the distance of 0.3m from the CGH. The input
object was a 3-D model of a moving dinosaur. The used FPGA module
has 1907 thousand FPGA logic cells, which is equivalent to 11 million
ASIC logic cells. The available Intel e-ASIC N5X088 has 88million ASIC
logic cells, which potentially allows for about eight times more object
points integrated at the same time in comparison to the imple-
mentation shown here. This combined with the above-mentioned
optimization of the algorithm allows a roughly 40-fold improvement
with commercially available technology. Therefore future imple-
mentations are open to feature a significantly larger number of object
points, leading to higher quality holographic display of complex 3-D
objects.

The influence of the used object point parallelization on the
quality of the final CGH and its reconstruction is analyzed in Fig. 10b.
The direct computation of the CGH according to Eq. (5) stands as the
ground-truth reference. The proposed method is compared side-by-
side with the alternative Wavefront Recording Plane (WRP)
algorithm50,51, which is also based on the integration of the contribu-
tions from object points, followed by a wavefront propagation with
scalar diffraction calculation (Angular Spectrum Method and Fresnel
diffraction). In all three cases the binary amplitude was the resulting
CGH data and holographic reconstruction was done with the Fourier
transform. No significant error is noted, which is also supported by the
shown structural similarity index (SSIM) values52. The SSIM values of
the reference algorithm are lowered by the error caused by the final
binarization of the computed fields, so as to adapt the results to the
binary nature of the opto-magnetic writing medium. On the other
hand, the proposed algorithm is binary in every step, therefore the
quality and SSIM values for both algorithms are comparable within
their standard deviations from frame to frame.

Data availability
The authors declare that the data supporting the findings of this study
are available within the article and its supplementary files.

Code availability
The code is available from the corresponding authors upon reasonable
request.
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